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I. INTRODUCTION

With the rise of Spiking Neural Network research and
their proven advantages over Artificial Neural Networks like
being more biologically plausible, researchers have started to
experiment with their real-world applications. Artificial Neural
Networks essentially act as complex function approximators.
They are used from editing photographs in Cameras to pre-
dicting really high stake algorithmic stock market trading
coefficients. Although Spiking Neural Networks are yet to beat
Artificial Neural Networks in every set of tasks, their applica-
tions in places where it’s possible is an exciting opportunity
and research area to explore. There already has been work
showing the advantages of Spiking Neural Network software
and hardware showing benefits like very low response time
[1]. To this end, we explore the real-time interfacing of an
up and coming software in Spiking Neural Network literature
SpineCreator [2]. SpineCreator allows for easy building of
Neural Network models through a GUI interface. Parameters,
State Variables and constants as well as their differential
equations and experiments can be easily specified and setup.
We test and show results of SpineCreator for its external
interfacing capabilities with different sets of test populations
and keep our focus on its real-time interfacing capabilities. We
create external servers to make the data available on through
the help of sample codes in SpineCreator.

II. BACKGROUND

A. Artificial Neural Networks and their real world applica-
tions

Artificial Neural Networks are a particular set of Machine
Learning models which postulate the neuron structure to be a
simple function approximator of the form

o = f(W ∗ x+ b) (1)

Which learns its weights W using the famous backpropaga-
tion rule. Although this seems to be a very model-based ap-
proach, ANNs are proven to be effective in solving problems in
almost every industry ranging from Medical Imaging models

to Stock market trading to Weather prediction, etc. Researchers
have also made custom models suit specific purposes based on
top of Artificial Neural Networks. For example Graph Neural
Networks for Protein Interface prediction [3], Convolutional
Neural Networks for Image Models [4], Recurrent Networks
for Text and Speech based data [5].

B. Spiking Neural Networks and their real-world applications
Recent work in showing the real-time interfacing advantages

of Spiking Neural Network like [1] has demonstrated the
advantages of Spiking Neural Networks. They are more power-
efficient as well as allow for faster decision making compared
to artificial neural networks. Artificial Neural Networks can
be made faster with the use of Specialised hardware such as
GPU, TPU [6] but these also are very power-hungry reducing
run-time of systems with limited power supply. The response
time of SNNs is almost close to zero which for example allows
for faster manoeuvring in drones.

C. SpineCreator
SpineCreator is a GUI based software to build Neural

Network Models. It has multiple panes - network editor,
experiment editor, component editor and also two panes
to observe the network and the final results (plots using
OpenGL). Network editor allows a user to add components
e.g. neural bodies, synaptic connections, spike sources. It also
allows for editing constant parameters that are defined in
the component editor. The component editor allows editing
equations, adding state variables, constant parameters, etc.
Finally, the experiment editor allows for editing the inputs,
outputs, etc.

D. Izhikevich based Neuron model
Reference [7]. The model is represented by two state

variables u(t) and v(t). v(t) represent the membrane potential
and u(t) is the recovery variable. It only depends on four
parameters a, b, c, d.
dv(t)

dt
= 0.04v2 + 5v(t) + 140− u(t) + Idc − Isyn(t) (2)

du(t)

dt
= a(bv(t)− u(t)) (3)

If v(t) > 30, then (4)

v(t)← c;u(t)← u(t) + d (5)



Fig. 1: The LGN model as used in [8]

E. Lateral Geniculate Nucleus

The LGN (in Fig. 1) is a body of neurons which helps in
relaying and processing information from the optic nerve to
the occipital lobe. It lies in the thalamic nerve and is one of
the major components of the visual pathway. In particular, we
take a look at the ventral LGN model. We formulate the LGN
as formulated in [8] we three groups of neuron bodies - TCR
(Thalamo Coritical Relay Cells), IN (Thalamic interneurons)
and TRN (Thalamic Reticular Neurons). The TCR and IN
cells help in relaying information from the retinal axons to the
visual cortex. The TRN primarily plays a role of feedback from
the visual cortex to the TCR and IN cells which comprise of a
majority of excitatory synapses. In the experiments mentioned
in this paper, we only test the TCR cells.

F. Dynamic Vision Sensor E-retina

Dynamic Vision Sensor E-retina [9] is very much like the
human retina which transmits local pixel level changes at the
time of occurrence. Its perfect for real time monitoring with
Spiking Neuron Models unlike traditional Artificial Neural
Network models. It transmits visual spikes. A higher rate of
spikes would be equivalent to higher current in the retinal
axon. Current is what we feed into the Izhikevich model
based neurons. The DVS plays a similar role as the retinal
cells rods and cones of transmitting visual light into electrical
signals which can be processed by neuronal bodies. The
electrical signals that are passed through the optic nerve are
similarly passed into the model on SpineCreator through a
network server that is created through sample codes available
in SpineCreator’s repository. Fig. 2 shows how the sensor
looks like. Fig. 3 shows how a particular instant the DVS
might be spiking. Fig. 4 shows the spiking a particular sensor
in the DVS Camera and how it may have been spiking. For
a complete description, the DVS can be thought of to be

Fig. 2: The DVS E-retina sensor
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Fig. 3: Spiking at
an instant in DVS
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capturing a 3-dimensional recording. The front 2D face of
which is represented by the Fig. 3 and the z-axis looks like
Fig. 4 for every sensor in the DVS area

III. RELATED WORK

Spiking Neural Networks have shown a lot of promise
in their real time interfacing applications with customized
hardware because of their low latency, low computational
overhead and low power design. Researchers have even shown
their applications on edge devices, on which even Artificial
Neural Networks have shown very less promise due to their
high computational load. [1] showed that with customized
neuromorphic hardware on a drone using Mixed - Analog
and Digital Signal design it’s possible to navigate a drone
with Dynamic Vision Sensor based inputs with a very fast
reaction time. [10] showed that using simple biologically
inspired dynamics using Spiking Neural Networks one can
design a control algorithm so as to control a prosthetic arm
using Brain Computer Interface. Their design was tested with
a rhesus monkey with the control algorithm using a 2000
Spiking Neural Network in Matlab. Similarly, using the help
of a Neural Engineering framework [11] showed that using a
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Fig. 5: Output Vm of the two neurons corre-
sponding to V in in baseline

Kalman filter based approach for transforming Spiking Neural
Networks for usage in Brain Machine Interface. Reference
[12] explored learning dynamics of computer vision using
event based sensors using a synaptic plasticity based rule.
Their complete experiments were performed on SpiNNaker
[13]. Reference [14] made use of Resistive Random Access
Memory for implementation of low latency spikes of a spiking
neural network followed by brain computer interface to for
neural prosthetic application. Their online learning algorithm
is inspired by Spike Timing Dependent plasticity. Reference
[15] showed a novel Spiking Neural Network based Classifica-
tion algorithm implemented on a GP-GPU platform. As their
learning algorithm they use NormAD approximate gradient
descent based supervised learning algorithm.

IV. METHODS

In this section we describe our methods to create the
external server, pre-processing of the data and the neural
networks on which we test the methodology.

A. Network Server

The network server is created by sample codes available
in SpineCreator in Octave. The complete communication with
the network server can be divided into five steps:-

1) Starting the local Network server
2) Add data to the context object. Also define cleanup

objects.
3) Query the current state of the network server. This tells

if the network server has been contacted by an external
source for data.

4) Get data from the local network server, if the external
source sending in data is sending any.

5) Stop the local network server.
Configuring SpineCreator to receive external input from this
local server is fairly simply and just requires setting the
external input option in the inputs section in the Experiment

Fig. 6: Input Vm to the two neurons in baseline.
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Fig. 7: Example of Analog current converted
through Eq. 8

tab. The port numbers should be carefully matched while
setting up the experiment in the Experiments tab and while
running the sample scripts because if the port numbers will
not match there will be no ’handshake’. The exact definitions
of handshake and data sending are defined in a file named
protocol.txt in SpineCreator’s repository.

B. Establishing a Baseline

To establish a baseline we run the sample example given in
SpineCreator’s repository. The sample defines a neural body
of two LIF neurons with a state variable Vm and τm.

dVm
dt

=
−(Vm + Vin)

τm
(6)

Here, V in is the external input voltage to the two LIF neu-
rons. The parameter τm is set to 30ms. Two input sine waves
of frequency with different amplitudes are passed in. The input
and output are shown in Fig. 6 and Fig. 5 respectively.
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Fig. 8: Rasterplot of 80 TCR conductance based
neurons responding to current in Fig. 7

C. Conductance based Neurons

Based on the baseline from sample codes in SpineCreator,
we test a conductance based model similar to the model
postualted in [7] with the equations described in Related
Work subsection D. We use the same sample inputs as used
in the baseline. To our surprise, we find no response from
SpineCreator whatsoever. The experiment seems to be stuck
at 0% progress and results in an error. So we instead feed
in through the Time Varying Input. We take special care in
changing no values from the external recorded DVS Input. So
we convert the DVS Input spikes into an analog current using
the following formula:

I ∝ Numberofspikes

WindowLength
(7)

I = k
Numberofspikes

WindowLength
(8)

For simplicity purposes, we assume k=1. A sample input is
show in Fig. 7. The parameters and equations for the model
are as follows:
dv(t)

dt
= 0.04v(t)2 + 5v(t) + 140− u(t) + Idc + T syn (9)

du(t)

dt
= a(bv(t)− u(t)) (10)

Isyn = Iampa + Igaba (11)

On condition: v(t) > V peak

v(t) := c (12)

u(t) := u(t) + d (13)

We monitor the output v(t, which is a state variable
here. Iampa and Igaba are input currents here. For simplicity
purposes, Igaba is given a constant value of 1pA but Iampa is
given value from the Analog current formula defined in Eq.
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Fig. 9: Response Voltage log of index 0 neuron
to current in Fig. 7

8 with k=1. We assume V peak to be 30mV. Table I defines
the values of the other parameters.

Parameter Value
a 0.02
b 0.2
c -65
d 6

Vpeak 30
Idc 5

vinitial value -65
uinitial value -13

TABLE I: Parameters of Conductance based
neurons experiment

V. DISCUSSION

A. Baseline

For the baselines, through the external server we often see
that the total experiment run time is often 10x-100x than the
experiment times. For e.g. if the experiment is run for 0.3s, the
total run-time of the experiment would be somewhere in the
range of 3seconds - 30 seconds. This may vary from system to
system. If the external input is replaced with a constant input
to the network, the experiment run-time would be the same as
the experiment simulation time.

B. Conductance based neurons

Interestingly we see no response whatsoever through the
network server. This could potentially be due to the double
differential nature of the Conductance based networks. So we
instead feed in the network with Time varying input defined
according to the formula defined in Equation 8.

As expected we see that the TCR neurons respond exactly
as expected. The spiking activity is higher when the input
current is higher. It can also be observed through the voltage



plots that the frequency of an individual neuron firing is also
higher when the current is higher. It should be noted that the
depicted voltage response, rasterplot and the analog current
is only one of the multiple runs performed to confirm the
behavior.

VI. CONCLUSION AND FUTURE WORK

We test the real-time interfacing capabilities of SpineCreator
and show that whereas it’s possible to manually feed in values,
going by the network server approach there is sometimes a
bit of a ‘lag’ in communication. We show the results if the
bug is resolved and confirm the hypothesized behavior of
Conductance based Izhikevich Neurons to DVS E-retina Inputs
by a novel method of converting the input spikes into Analog
current.

The next steps would be to test on the complete LGN
model and resolution of the network server bug that currently
limits the complete real time interfacing of the model in
SpineCreator.
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